
Answer to Question #74983, Math / Statistics and Probability 

𝑋 is a random variable taking values 0 and 1 with respective probabilities 𝑞 and 𝑝. A sample 
𝑋1, 𝑋2, … , 𝑋 of size 𝑛 is taken from the distribution. If 𝑟 =  1, 𝑥,, show that the bias of the 
estimator tends to zero as 𝑛 tends to infinity. 
 
Solution. 
 
We have Bernoulli distribution with the probability mass function: 
 

𝑓(𝑥𝑖, 𝑝) = 𝑝𝑥𝑖(1 − 𝑝)1−𝑥𝑖   𝑓𝑜𝑟 𝑥𝑖 ∈ {0,1} 
 
Then the bias of the estimator: 
 

𝐵(𝑝̂) = 𝐸(𝑝̂) − 𝑝 
 
With estimator: 
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Variance of estimator: 
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